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1. （必填）自己提出的问题的理解（罗列全部）：
2. 提出的问题1：提升树与Adaboost之间是什么关系？

讨论后的理解：两个都是提升方法，但他们实现的机制是不同的，两者都是基于加法模型和前向分布算法，但是不同的损失函数解法是不一样的。

前向分布算法+决策树（分类树or回归树）=提升树

提升树是以分类树或者回归树为基本分类器的提升算法，分类问题用二叉分类树，回归问题用二叉回归树，最简单的回归树可看做一个根节点连接的左右子树的二叉树，即所谓的决策树桩。Adaboost是提升思想的算法模型，经典的AdaBoost一般用于分类问题，并没有指定基函数，或者说是分类器，它可以从改变样本的权值的角度和前向分布算法的角度来解释。当确定基函数是回归或分类树时，结合前向分布算法就得到提升树算法。

1. （必填）别人提出的问题的理解（选择几个问题罗列，并给出理解）：
2. 问题2：Adaboost算法中的α是负值的话，那么对应的Gm不是也会很大的影响最后的f(x)吗？而且这样的话计算下一轮m+1的时候，误分类的点的权值小于正确分类的点的权值。

自己的理解：在Adaboost中，用若干个弱分类器组成一个强分类器，对于那些学习效果很差的学习器，也就是说它们总是将数据分类错误，实际上在这个时候去α为负数的话就是我们想要的结果。所以权值是可以为负的。

1. 问题3：定理8.1如何说明AdaBoost算法可以在每一轮选取选取适当的Gm使得Zm最小，从而使训练误差下降最快？

自己的理解：在每一轮中都选取让分类误差上界下降最快的那个，每一步都让误差分类的上界最小化，类似于一个夹逼定理的过程，右边是对误差最大分类，形成的误差分类的上界。、

1. 问题4：如何理解强学习是弱学习的充要条件？

自己的理解：每个输入空间都有强学习器，比如可以用一个二叉树，每一个叶节点对于输入控件一个变量的输出结果，弱学习器的话，相当于对强学习器进行剪枝。

1. 问题5：AdaBoost算法的迭代次数如何判断？

自己的理解：对于不断迭代的过程，有精度要求，只要达到了一个要求的值，就可以停止迭代。

1. （必填）读书计划

1、本周完成的内容章节：《统计学习方法》第八章

2、下周计划：《统计学习方法》第九章

四、（选做）读书摘要Adaboost提升方法

1、提升学习：将一系列弱学习算法进行综合与提升。

提升学习要考虑的两个问题：每一轮如何改变训练数据的权值或概率分布；如何将弱分类器组合成一个强分类器。

2、Adaboost算法：是AdaptiveBoost的缩写，表明该算法是具有适应性的提升算法，通过学习一系列弱分类器，线性组合成一个强分类器，在每一轮中更新训练数据的权值分布，提升误分类样本比重，在线性组合中，所有系数和并不为1。Adaboost的训练误差以指数速率下降。Adaboost的算法解释是：模型为加法模型、损失函数为指数函数、学习算法为前向分布算法（每步只学习一个基函数及其系数）。

算法的步骤如下：

1. 给每个训练样本（x1,x2,,,,xN）分配权重，初始权重w1均为1/N。
2. 针对带有权值的样本进行训练，得到模型Gm(初始模型为G1)。
3. 计算模型Gm的误分率![](data:image/jpeg;base64,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)
4. 计算模型Gm的系数αm=0.5log[(1-em)/em]
5. 根据误分类e和当前权重向量更新权重向量。
6. 计算组合模型的误分率
7. 当组合模型的误分率或迭代次数低于一定阈值，停止迭代，否则，回到步骤2

3、提升树算法：提升树是指基本模型是分类树或者回归树的提升组合模型，提升树被认为是统计学习中性能最好的模型之一。属于加法模型，采用前向分布算法，以决策树为基函数；

梯度提升树（GBDT）：利用最速下降法的近似方法来实现每一步的优化，关键在于用损失函数的负梯度在当前模型的值作为回归问题中提升树算法中的残差的近似值，每一步以此来估计回归树叶结点区域以拟合残差的近似值，并利用线性搜索估计叶节点区域的值是损失函数最小化，然后更新回归树。